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Abstract: Data lakes (DL) provide powerful capabilities for processing and 
utilizing large and diverse data, helping organizations adapt to the modern environment 
and extract maximum value from the information at their disposal. Effective data analysis 
provides actionable knowledge which is a competitive advantage for organizations. 
Metadata management in data lakes is a key element in ensuring their full functionality. 
At the same time, this is a dynamic and under-researched area that reflects the rapid 
development of information technology and the business needs for effective data 
management. The research is based on a thorough scientific analysis of existing 
publications on the chosen topic. For this purpose, up-to-date and relevant open access 
publications from Scopus and Web of Science that correspond to the keywords "data 
lake" and "metadata" are identified and are from the last 15 years. Based on a review of 
the existing literature, the main challenges in data lake metadata management are 
highlighted. The goal of the research is to summarize the existing models in the field of 
metadata management in data lakes and to propose a new conceptual framework that 
can serve as a useful guide for designing and implementing metadata management 
models in heterogeneous data warehouses, as well as implementation steps. The 
concept's adoption involves a detailed study of the data management model in a specific 
organization, a measurement of the level of effectiveness after the model’s 
implementation, and the use of additional metrics to confirm its feasibility. These tasks 
are therefore the subject of future research. Another limitation of the proposed framework 
is that it does not address in depth the rules and standards related to ensuring data 
security, which would be of the highest priority especially in sectors such as finance, 
defence and healthcare. In addition, further research could also focus on future analysis 
of the level of satisfaction with the transformation of metadata management processes. 
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Introduction 
 
Big data and its effective use have undoubtedly been a subject of 

established research and studies in recent years. Today, data has become a core 
business asset (Cristescu et al., 2023). Data in the Internet space is growing at 
an extraordinary pace, its heterogeneity is increasing, which, in turn, significantly 
complicates its extraction, unification and application for various analytical 
services in real time. It can be said that in order to effectively organize and 
manage the information coming daily from heterogeneous sources, the need for 
solutions for integrated access to all data in the organization is increasingly 
urgent. A common solution for storing and organizing large and varied types of 
data is the use of data warehouses. 

Although data warehouses are still effectively used to store high-
throughput structured data, storing semi-structured and unstructured data poses 
a significant challenge for them (Sawadogo & Darmont, 2021). The fact that the 
majority of data nowadays is unstructured (Bankov, 2018; Miloslavskaya & 
Tolstoy, 2016), proves that a new approach to dealing with the problems that 
accompany this huge and heterogeneous data is required. 

In this regard, the relatively new concept of a “data lake” – an approach 
that focuses on the storage and management of big data, especially data 
which is unstructured, has gained popularity. A data lake can be thought of 
as a centralized repository where data from different formats and sources are 
stored without a strict pattern for recording them and with the idea of using 
them for future analysis (Couto et al., 2019; Khine & Wang, 2017). Two key 
characteristics of data lakes stand out in this definition: the heterogeneous 
nature of the data and the so-called “schema-on-read” approach, which 
means that the definition of the schema, the integration and transformation 
of the data is done as needed at the time of data access or “on demand” 
(Chihoub et al., 2020; Khine & Wang, 2017). This is in contrast to the 
traditional "schema-on-write" approach used in data warehouses, where the 
schema is defined before the data is integrated and the expected information 
is known in advance.  

However, this research does not aim to consider data lakes as an 
alternative to data warehouses and highlight their differences, but rather 
explore the capabilities and key benefits of data lakes, and identify some 
practices that would make their use in the context of business intelligence 
more effective. The idea behind a data lake is to create a specialized 
repository that can collect different types of data without structuring it first 
(Sawadogo & Darmont, 2021; Derakhshannia et al., 2020). This allows 
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organizations to preserve their large volumes of data in their original format 
without losing information and valuable data. 

Whenever data comes from heterogeneous sources with different 
models and formats, maintaining metadata is necessary to track the life cycle 
of that data. Metadata contains information about the original data, including 
the information schema, semantics and origin, as well as other relevant 
details. 

The importance of metadata management to prevent the data lake from 
becoming a “data swamp” or useless data is emphasized by many authors 
(Diamantini, et al., 2018; Hai, et al., 2016). Some authors even define 
metadata management as the only possibility to guarantee an effective and 
efficient management of data source interoperability (Diamantini, et al., 2018). 
A BI-driven data lake refers to the concept where the data lake architecture 
and data management are primarily focused on the specific needs of BI. 
Building such a data lake aims to support and facilitate business analysis and 
decision making. 

The global metadata management tools market size is estimated at 
US$ 6.68 billion in 2021 and is expected to grow at a compound annual 
growth rate (CAGR) of 20.8% during the period 2022 - 2030 (Metadata 
Management Tools Market Size, n.d). This trend shows that the field under 
consideration is extremely relevant and will continue to expand its scope and 
applicability in the future. 

In this regard, the main goal is to summarize the existing models in the 
field of metadata management in data lakes and to create a conceptual 
framework that serves as a useful guide for designing and implementing an 
effective model for their management. 

 
 
1. Research methodology 
 
The chosen research methodology mainly applies theoretical research 

methods and a systematic literature review related to DL metadata 
management. In order to achieve the defined goal stated in section 1, the 
methodology presented in Figure 1 is followed by the authors. 

The first stage of current research is the process of searching for 
relevant publications. Publications in the field of computer science, which are 
in the prestigious Scopus and Web of Science databases and respond to a 
search request using the keywords "data lake" and "metadata" are examined. 
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We have taken only the open access publications, or this is 72% of all found 
(47 publications from Scopus and 39 from Web of Science). 

 

 
Source: own elaboration 

 
Figure 1. Research methodology 

 
The second stage is related to the retrieval of the publications found, 

and a list containing the name of the publication, year of publication, abstract 
and list of citations are created. MS Excel is used to process the lists – 
merging, removing duplicate publications and filtering only publications that 
have citations. 

The next stages of this research are based on theoretical analysis, 
synthesis and summary of the main ideas of the publications found. After a 
comprehensive review, the most relevant publications for the study area are 
summarized in Table 1. 

The studies reviewed in Table 1 can be divided into two main groups: 
publications that examine in detail the metadata management process in 
heterogeneous DL repositories (Hai et al., 2023; Nambiar & Mundra, 2022; 
Sawadogo & Darmont, 2021; Ravat & Zhao, 2019) and those, in which the 
emphasis is on offering an approach, a model for metadata storage and 
management (Cherradi & El Haddadi, 2023; Francia et al., 2021; Megdiche et al., 
2021; Scholly et al., 2021; Armbrust et al., 2020;  Eichler et al., 2021; Holom et al., 
2020; Sawadogo et al., 2019a; Sawadogo et al., 2019b; Nogueira et. al., 2018; 
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Prabhune et al., 2018; Alserafi et al., 2016; Quix et al., 2016). Although the 
presented approaches are for DL, some of them are more suitable for structured 
data (Quix et al., 2016), and others are for specific data, for example, for extracting 
contextual information from files (Diamantini et al., 2018), and there are also more 
comprehensive models (Sawadogo et al., 2019b). 
 
Table 1. 
Major publications on metadata management in DL according to their scope 

Reference 

The DL 
concept 

and 
metadata 

Metadata 
Management 

in DL 

Types of 
metadata 

in DL 

Model for 
Metadata 
Manage-
ment in 

DL 

Technologies 
for the 

implement-
tation of 

Management 
in DL 

Sawadogo & Darmont (2021) x x x - - 
Armbrust et al. (2020) x - - x x 
Ravat & Zhao (2019) x x x - - 
Sawadogo et al. (2019b) x x x x - 
Alserafi et al. (2016) x x - x x 
Sawadogo et al. (2019a) x - - x x 
Francia et al. (2021) x x - x x 
Eichler et al. (2021) x x x x - 
Nogueira et. al. (2018) x x - x x 
Nambiar & Mundra (2022) x x - - x 
Prabhune et al. (2018) - x - x x 
Scholly et al. (2021) x x - x x 
Quix et al. (2016) x - - x x 
Cherradi & El Haddadi (2023) x x x x x 
Hai et al. (2023) x x x - - 
Megdiche et al. (2021) x - - x x 
Hellerstein et al. (2017) x x - x x 
Holom et al. (2020) - x - x x 
Diamantini et al. (2018) x x x x - 
Skluzacek, et al. (2018) - - - x x 

Source: own elaboration 

 
Based on the study and analysis of existing publications in the field 

under consideration, separate aspects of different theoretical concepts are 
combined; the key features of DL and the types of metadata in DL are 
defined; the challenges in their storage and management are identified (in 
Section 2), and a new conceptual framework for the maintenance and 
development of the metadata management process in the DL is proposed (in 
Section 3). 
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2. Metadata – types and challenges 
 
Metadata is a key component in data lakes to ensure that information 

will continue to exist and be accessible in the long term. It has been identified 
as the key to understanding and manipulating data (Chen, 2022). They are 
particularly important for organizations, as they support the following areas: 
selection of appropriate information resources, organization of information, 
interoperability and integration, unique digital identification, archiving and 
data protection. 

There are two main classifications of metadata in the literature – 
according to the functional purpose of the data (Diamantini et al., 2018) and 
according to the “objects”, to which they refer (Sawadogo et al., 2019b). 

In the first classification, Diamantini et al. (2018) distinguish three 
categories of metadata, which, according to them, are not independent of 
each other, but on the contrary - have intersecting points: 

● Business metadata, which applies a business context to datasets 
and may include: descriptions related to the content and its use; owners and 
integrity restrictions; tags and properties to create a taxonomy on the 
collected data sets. Such data is usually entered by business users at the 
data ingestion stage (Sawadogo & Darmont, 2021). 

● Operational metadata, which includes information generated 
automatically during data processing. This contains descriptions of the 
source and target data, such as location data, file size, number of records, 
data quality, identifier of the processes that created or transformed the data, 
status of the processes on the data, etc. 

● Technical metadata, which includes information about the format and 
schema of the data. This is data that relates to the physical aspects of data 
sources and the application of data access policies based on defined attributes. 
Modern systems and tools supporting metadata management processes can 
search the file system or databases that are data sources and automatically 
discover possible dataset candidates and their proposed set of attributes 
(George, 2023). These crawlers not only look at sources and metadata, but also 
scan the data and apply machine learning models to identify sensitive information 
and suggest appropriate tagging. 

The second classification divides metadata into 3 main categories – 
intra-object metadata, inter-object metadata and global metadata (Sawadogo 
et al., 2019b): 

● Intra-object metadata present a set of characteristics 
associated with individual objects in the lake. This includes information 
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about properties, updates (versions) and data transformation, as well as 
summary metadata. To this group we also refer the semantic metadata, 
which are annotations that help understand the meaning of the data and 
are useful for discovering the relationships between objects (Hai et al., 
2016). 

● Inter-object metadata describe the relationships between data 
and are grouped into different categories depending on the scope of the data, 
its origin, its logical combination and content similarity. This means that they 
provide context and description that helps understand the data and its 
meaning in the business environment. 

● Global metadata applies to the entire data lake rather than specific 
datasets and includes semantic resources that relate to knowledge bases, 
indexes that represent data structures such as text dataset keywords, image 
patterns or colours, and logs that are used to track user interactions in the 
data lake, such as logging in, viewing, or modifying records (Sawadogo & 
Darmont, 2021). 

Although the data lake implements the “schema-on-read” concept, to 
ensure proper integration, understanding and quality of the data, it is 
necessary to use some kind of data model (Hai et al., 2016). Such data 
modelling usually consists of a conceptual model that should be flexible, 
facilitate frequent changes, and therefore should not impose a fixed schema 
(Khine & Wang, 2017; Mathis, 2017). The necessary metadata can be 
collected by extracting information that is predefined, for example, by reading 
the header information or the metadata can be additionally extracted from the 
source along with the original raw data. In addition, data can be continuously 
enriched with metadata during its life in the data lake, for example, by 
identifying relationships between different data sets (Mathis, 2017) or by 
tracking the origin of the data information. These particularities in the 
organization and the extraction of metadata in data lakes inevitably lead to 
certain challenges in their use in BI. 

Metadata management in data lakes is still an under-researched area 
that requires further research and the application of a comprehensive 
approach, tailored to the specifics of the variety, structuredness and volume 
of collected data. This, in turn, is associated with a number of challenges in 
terms of their storage, integration and use for future analyses. Without 
properly collected metadata, the data lake is difficult to use because the 
structure and semantics of the data remain unknown. In this regard, based 
on the studies conducted in the existing literature, we can deduce some key 
challenges in metadata management in DL: 
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● A key element of metadata management is the quality of collected 
metadata, which determines the quality of the data description, which, in turn, 
is directly related to its visibility and ease of use. Therefore, it is essential that 
data lakes have defined policies and rules for quality control. The most 
common data quality rules are: completeness, data type, scope, format, 
selectivity, cardinality, and referential integrity. One of the most popular 
approaches to assessing data quality is known as “data profiling”. It analyses 
various aspects of the data to extract various statistics and characteristics. This 
includes evaluating parameters such as the number of missing values (data 
completeness), the number of unique values (cardinality), and the percentage 
of unique values (selectivity). It also checks for data types, scope and format, 
as well as data integrity checks. Metadata management enables data lineage 
tracking - showing the path of data from its origin to its current state. This 
transparency enables effective impact analysis. Understanding how changes 
to data elements can impact downstream processes helps maintain data 
quality by predicting and mitigating potential issues. Metadata management 
helps standardize data definitions, formats and classifications. Standardization 
contributes to data consistency by reducing errors and inconsistencies across 
the organization.  

● Data in organizations comes from many different sources, such as 
customer log files, financial and accounting reports, emails, social media 
platforms, company-specific software, cloud platforms, etc. Therefore, the 
integration of such huge in volume and diverse in structure raw data is a 
challenging task (Karadi, 2014). In this regard, we believe that in order to 
effectively manage a large volume of heterogeneous metadata, it is important 
to build such an architectural framework in the organization that allows the 
support of access to the multitude of current and possible future data sources. 
If the majority of data is coming into the DL in real-time or near real-time 
through CRM, cloud applications and customer feedback, then a solution that 
allows the integration to Hadoop, Spark and NoSQL repositories would be 
suitable. 

● Data ingestion is the most discussed phase of metadata extraction 
(Sawadogo et al., 2019b; Hai et al., 2016). However, the information extracted 
during the data processing and access phases also has significant 
importance for the overall business analysis. Currently, existing metadata 
management tools support finding and understanding, but not provisioning and 
accessing data (Eichler et al., 2021). Based on our research, we believe that 
there is still a lack of a well-established comprehensive metadata management 
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approach that focuses on all data types (with varying degrees of structuredness) 
throughout the DL data lifecycle. 

At the time of data ingestion, data managers should encourage users 
to “tag” new data sources or tables with detailed information about them. It 
would be good for this annotation ethic to be seen as a company-wide 
commitment to all incoming data. In this regard, data managers could require 
that all new records in the data lake be annotated and, over time, stimulate 
this collaborative culture. This would improve the discoverability, accessibility 
and, at the same time, efficiency of use. 

The presented challenges lead to a need to develop a structured and 
systematic approach to the collection, documentation, maintenance and use 
of metadata in data lakes to guide organizations in dealing with the complex 
process of metadata management. 

 
 
3. Conceptual model for managing metadata in data lakes 
 
Data in DL does not have a well-defined scheme (Derakhshannia et al., 

2020). The organization, management and processing of metadata in DL largely 
depends on the needs and characteristics of the organization, the requirements, 
the environment and the particular systems used. Different models for metadata 
management in DL are found in scientific literature and it should be noted that 
some authors do not fully disclose their solutions. 

In some scientific studies (Sawadogo & Darmont, 2021), metadata 
management models in DL are divided into two main groups:  

● Graph-based models that represent metadata as a graph with nodes 
and edges. These models facilitate the visualization and understanding of 
metadata interactions. They typically describe the relationships between: data 
and their metadata, different datasets showing their interactions and 
dependencies, different versions of metadata showing the history of changes, 
users and their access rights to different data. Overall, the graph structure makes 
the model extremely flexible and convenient for representing complex 
relationships and interactions between metadata in the data lake. 

● Data vault models, which are based on the data modelling concept 
developed by Dan Linstedt (n.d.). Data Vault was created based on the 
existing CMMI, Six Sigma, TQM, SDLC, and Function Point Analysis 
methodologies (Linstedt & Olschimke, 2015). It is designed to organize a 
flexible and scalable data structure that aims to handle the complexity of 
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integrating data from different sources and ensure easy access and 
management of information. 

Other researchers consider models according to their functions in the 
architecture, depending on which layer of the DL architecture they are intended 
for (Hai et al., 2021). They emphasize that the main challenges in metadata 
management are related to: 

● the ingestion layer, as it is responsible for importing data from 
disparate sources into the DL repository; 

● the processing of the ingested raw data in the maintenance layer and 
transforming it into a form suitable for queries or analyses. 

One of the most popular models proposed in 2016 which provides a 
generic approach to metadata management that is flexible, extensible and 
applicable in different contexts is the Generic and Extensible Metadata 
Management System (GEMMS) (Quix et al., 2016). GEMMS is an abstract 
metadata management framework that enables the use of graphs or other 
structures to allow easy association and analysis of metadata. One of the key 
features of GEMMS is its scalability. Organizations can add new metadata 
types, attributes and functionalities to the model according to their specific 
needs and business rules. The initial concept of the model lacks the capabilities 
of data versioning and a connection management mechanism. 

Another famous model is Ground (Hellerstein et al., 2017). It provides 
an abstract framework based on 3 main aspects related to metadata: 
Applications, Behaviour and Change. The Applications aspect concerns the 
specific applications or systems that use the data. It includes information about 
how the data is used, what its requirements are, and the context in which it is 
used. Behaviour includes information about the interaction and history of data, 
its versions over time, and its dependencies. Change refers to the changes 
that occur in the data and its context. The model records the interactions and 
operations related to the creation, updating, access between users and the 
data lake, but does not allow storing multiple representations of the same data, 
or the so-called data polymorphism. 

Sawadogo et al. (2019b) carry out a study of the models in the 
considered area and as a result propose a metadata MEDAL model, based 
on the concept of objects (such as tables, columns, collections) and the 
relationships connecting them. It is implemented through a typology of 
metadata in the three categories that were discussed in section 3.1. – intra-
object, inter-object and global metadata. As an evolution of MEDAL, the 
goldMedal method, created by a team of French scientists, can be 
considered. It is based on four main concepts: data entity, grouping, linking 
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and processing, which are defined at the conceptual and logical levels 
(Scholly et al., 2021). 

A well-known graph model for representing metadata is HANDLE. It is 
designed to allow the addition of new functionalities and modules, making it 
flexible. The model maintains versioning of the metadata, allowing tracking of 
changes to it over time (Eichler et al., 2020). CoreKG (Knowledge Graph 
Management System) is another general and scalable graph-based approach 
for managing large amounts of knowledge and the relationships between them 
(Beheshti et al., 2023). CoreKG is designed to be scalable, allowing it to handle 
large and complex knowledge graphs with billions of vertices and edges. The 
lack of support for metadata versions can be cited as a disadvantage of the 
model. Another model that emphasizes scalability is EMEMODL (Cherradi & 
Haddadi, 2023). 

The review of existing metadata management models in the data lake 
gives us a reason to summarize that the researched frameworks mainly cover 
the processes of metadata registration, metadata registry maintenance, data 
change tracking, and data-metadata relationships. These are the main ones 
important for the organization and management of metadata processes, but 
we believe that for metadata management in DL to be effective, more 
emphasis should also be placed on operations related to monitoring and 
tracking data quality as well as on comprehensively covering the processes 
of managing the access to metadata and defining the rights to edit, view, add 
metadata. In addition, emphasis should also be placed on the possibilities for 
cooperation between users and the creation of an environment for sharing, 
commenting and annotating metadata. Figure 2 presents a summary of all 
the important metadata management functions. 

 
Source: own elaboration 

 
Figure 2. Data lake metadata management functions 

 
It is important to note that current research leads us to agree with 

Franck and Yan's view that there is no general metadata management 
system that works on heterogeneous data throughout its life cycle (Ravat & 
Zhao, 2019). It has been found that most of the discussed methods mostly 
cover the processes related to the Ingestion layer of the DL, and post-



METADATA MANAGEMENT FRAMEWORK FOR BUSINESS INTELLIGENCE … 

 

33 

ingestion modelling and metadata extraction is less affected. The authors of 
the current study believe that metadata management during data processing 
and transformation is essential to prevent data lakes from becoming 
incomprehensible data swamps. In order to improve the understanding of the 
data, as well as its use by the various analytical applications, the necessity 
of improving the processes of metadata organization and management 
should be considered. Therefore, a conceptual framework for the 
organization and management of metadata has been proposed (Figure 3). 

 

 
Source: own elaboration 

 
Figure 3. A conceptual framework for the organization and management  

of data lake metadata 
 

The main logical layers of the conceptual framework are: 
● metadata ingestion – responsible for identifying data related to 

business operations, automatically generated data from IoT devices, server 
log files, etc., as well as for generated data of Internet origin – social media 
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posts, emails, web content. Technical metadata is typically applied at this 
layer to help understand data formats, storage locations, and source details, 
which facilitates proper data ingestion and processing. 

● metadata storage and processing – maintenance of a catalog with 
metadata and a model of the relationships between the data. Building the 
metadata catalog begins with the data entering the repository and continues 
as techniques are applied to process it. This layer makes extensive use of 
operational metadata to track the history of the origin and processing of the 
data, what the business rules associated with an object and other data objects 
are. It helps in monitoring data transformations and maintaining data quality 
throughout its lifecycle. 

● metadata quality management – managing the accuracy of 
metadata records, provenance, accessibility, the completeness of the 
records. Poor metadata quality can lead to ambiguity, poor recall, and poor 
search and analytics application performance. At this layer, the use of so-
called quality metadata is essential. Quality metadata is “information about 
the quality level of stored data in organization databases, and is measured 
along different dimensions such as accuracy, currency, and completeness” 
(Moges et al., 2016). High-quality metadata encompasses measurements 
and metrics related to data quality, which can involve assessing dataset 
status, data freshness, executed tests, and the outcomes of those tests. 

● communication layer – refers to the processes of information 
exchange and instruction transmission between different elements of a 
metadata management system. In the communication layer, business 
metadata is used, often to help data users in understanding the business 
context of the data. Such data may include ownership details, policies for the 
use of the data, including any restrictions and metadata identifying whether 
the data adheres to specific regulations or standards, such as GDPR or 
HIPAA compliance. 

The proposed conceptual framework represents a model for metadata 
management in organizations. It can be adapted to different types of data 
stores, both data lakes implementations and data warehouse and lakehouse 
architectures and can be used to build a metadata management strategy. 
When applying it, it is recommended to follow these steps: 

1. Assessing the current state of metadata management in the 
repository. Outlining current issues and challenges in metadata 
management. Defining the goals that need to be achieved through more 
effective metadata management. 
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2. Analysing incoming data, their formats and volume. Defining the 
metadata to be managed (e.g., data types, sources, structure, data quality, 
etc.) and developing connectors or integration modules to connect to various 
data sources in the data lake. 

3. Designing a comprehensive metadata model that captures relevant 
information about the data within the data lake. Defining metadata attributes 
such as data types, relationships, ownership, quality metrics, and usage history 
and developing specific rules for entering or generating metadata.  

4. Selecting an appropriate metadata management software that has 
integration capabilities with existing systems and data lake architecture, 
facilitating automated metadata collection, scanning, parsing, and profiling of 
data. 

5. Providing mechanisms for users to manually enrich metadata by 
adding additional information, such as business vocabulary terms, data 
classifications, and custom annotations. 

6. Providing security measures to control the access to metadata 
based on user roles and permissions. Ensuring that sensitive metadata is 
protected and that access is granted only to authorized individuals. 

7. Developing connectors or plugins for popular BI tools to ensure the 
successful integration of the metadata management framework into the BI 
workflow. This may include support for standard interfaces such as ODBC, 
JDBC, or REST APIs. Seamless integration allows BI users to work efficiently 
within their familiar tools, which accelerates learning. 

8. Performing periodic analysis and optimizing the metadata 
management processes after registering changes in business requirements 
and the technological environment.  

9. Implementing monitoring tools to track the performance and use of the 
proposed metadata management framework. Creating procedures for ongoing 
maintenance, including updates, debugging, and scalability adjustments. 

From a software perspective, the proposed metadata management 
framework can be implemented using multiple platforms and data processing 
technologies. To ensure the adaptability and future-proofing of the framework 
according to the dynamics in technological and business needs, the following 
conditions should be taken into account for a smooth implementation: 

● it must support different metadata storage standards; 
● it must have capabilities for integration and interaction with the 

relational and non-relational databases used; 
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● it should offer support for modern interfaces and protocols, such as 
RESTful API, GraphQL, SOAP, and others, to facilitate integration with 
various systems; 

● it must be modular and extensible so that it can adapt to new 
standards and technologies with minimal effort; 

● to be able to integrate with business intelligence systems; 
● to enable monitoring of activities; 
● continuous feedback loops with users and stakeholders need to be 

established to capture evolving business requirements. 
By considering these aspects, the aim of this research is to present a 

metadata management framework that not only meets current needs, but 
also provides the ability to adapt to future technological changes and evolving 
business landscapes. As an example of suitable software tools, we can point 
to one of the most popular platforms for DL according to current research – 
Apache Hadoop (Benjelloun et al., 2023; Gorelik, 2019). Within the Apache 
Hadoop ecosystem, there are tools that can be used to manage metadata in 
the Data Lake. 

 
 
4. Discussion 
 
Big data can provide competitive advantage to organizations only if it is 

properly collected and identified (Peicheva, 2021; Stoyanova & Vasilev, 2020). 
For the organization and management of big data, in many cases it is 
appropriate to use the DL concept. It is based on a number of applications in 
the field of AI (Armiyanova & Aleksandrova, 2022). Metadata is important to DL 
because it serves to unify and integrate data from different sources, facilitate the 
search and selection of the right data for BI analyses, maintain and manage 
data in warehouses and provide information about data quality, provenance and 
usage. 

In the data lake, metadata extraction is essential to access datasets at a 
later stage (Hai et al., 2023). The lack of a unified view of metadata increases 
the difficulty of data management. Therefore, researchers believe that the 
proposed conceptual framework for metadata management in the data lake is 
important for the successful implementation of BI analytics and for the 
implementation of intelligent solutions in organizations. It provides the 
necessary foundation and structure to optimize the BI processes and improve 
data quality and analytical capability. It is based on good practices and provides 
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guidance for the organization and management of metadata in repositories with 
heterogeneous data sources. 

The proposed conceptual framework and approach to its application are 
essential for business analysis and intelligent decision making, because with 
properly maintained metadata, data analysts can easily find and understand the 
data they need. In the context of applying artificial intelligence and machine 
learning technologies, proper metadata management improves data quality and 
model performance. In contrast to existing models discussed in Section 3, our 
conceptual framework not only comprehensively covers all examined aspects 
of the metadata management process but also provides a depth that surpasses 
the key aspects of metadata management addressed in the literature. From a 
practical point of view, its advantages are related to the possibility of its 
implementation and use in different types of modern data warehouses, both in 
those that are based only on the data lake concept, and combined ones that 
use the data warehouse and data lake concepts. 

Organizations depending on their size and the sector, in which they 
operate, have different business requirements, regulatory standards, and 
technology infrastructures. The proposed conceptual framework is suitable for 
organizations that use DL repositories. It can be applied both to large 
organizations that have repositories using the integration of a data warehouse, 
DL concepts, and to smaller organizations that do not have a data warehouse in 
place, but use DL storage and integration with structured, operational data. 

Тhe proposed model is a good basis for building a metadata management 
architecture and supports the implementation of analysis and business 
intelligence strategies of companies. However, it has its limitations as it does 
not fully cover various aspects related to planning and organizing the data 
lifecycle, including issues related to data maturity. Also, subject to future 
development is the discovery of additional capabilities for automatic metadata 
mining. The directions for further research in the context of the article refer to 
some key areas that need research and development. Future work will be 
related to the implementation of the framework in specific organizations, which 
will be related to its detailing and defining precise guidelines for each of its 
layers. 

 
 
Conclusions 
 
Although the importance of metadata management in DL is recognized 

and affirmed in the scientific literature and practice, there is still a lack of clarity 
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about the necessary set of tasks related to metadata processing and storing 
which must be performed to prevent the risk of turning them into useless and 
obscure data. Therefore, in this paper, a clearer and comprehensive metadata 
management model is proposed. It provides valuable guidance to overcome 
some of the existing challenges in the research area. 

Some of the key contributions of the presented framework are the 
provision of a comprehensive concept for the storage and integrated access to 
metadata by maintaining specific metadata catalogs, a graph-based model for 
representing the relationships between metadata, as well as defining specific 
quality management policies and rules of metadata. The authors of the current 
study believe that if organizations make efforts to implement tools that facilitate 
collaboration between all users using the data in data lakes by annotating, 
categorizing and sharing the metadata, the quality of the metadata will be 
significantly improved, and hence the efficiency of the entire process of their 
management. It seems that metadata is a kind of bridge between raw data and 
analytical processes, enriching information with context, semantics and 
structure. 

Therefore, it can be concluded that well-organized and managed 
metadata in data lakes provides an intellectual structure that supports business 
analytics through improved data interpretation, faster access and discovery of 
valuable information, improved data quality assessment, avoidance of 
duplication and improving integration processes between different data sources. 
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